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a b s t r a c t

Accurate quantification of wake losses is crucial in wind farm economics. Computational Fluid Dynamics
(CFD) has been proven to be a reliable solution to simulate many complex flows, but several studies
showed that its effectiveness in wind farms simulations has not always been consistent. In this work, we
investigate the causes for that inconsistency and propose a modeling framework to overcome them. A
CFD model was developed using the actuator disk technique to simulate the wind turbines and the
surface boundary layer approximation to simulate the ambient conditions. The developed CFD model
was implemented for three different wind farms with publicly available experimental measurements.
The predictions of CFD model were post-processed with an innovative method that uses a Gaussian-
weighted average of a set of CFD results for different wind directions to account for the wind direc-
tion uncertainty in the experimental data. Our results show that the proposed method significantly
improves the agreement of the CFD predictions with the available experimental observations. These
results suggest that the discrepancies between CFD predictions and experimental data reported in
previous works, attributed to inaccuracy of the CFD models, can be explained instead by the uncertainty
in the wind direction reported in the data sets.

© 2018 Elsevier Ltd. All rights reserved.
1. Introduction

Wind farms are nowadays producing the majority of the
worldwide wind energy. The installed global capacity at the end of
2016 was of about 490 GW [1] and this capacity is projected to
double in the coming years. As wind energy experiences this
tremendous growth, a complete understanding and characteriza-
tion of wind farm phenomena have become one of the main goals
among the wind energy community.

Whenwind turbines are arranged in largewind farms, therewill
inevitably be a loss of power output due to wind turbine wakes
[2,3]. Thesewakes are the result of the energy extraction performed
by the wind turbines. Within a wind farm, wind speeds do not
recover to their freestream value after encountering the first tur-
bine (or row of turbines) and this reduces the power production of
the downstream turbines [4]. Although this is a well-known phe-
nomenon, power losses due to wakes are difficult to predict accu-
rately due to the temporal and spatial variability of the wind speed
(E.G.A. Antonini).
and direction [5]. Turbulence, atmospheric stability and terrain
features also play a significant role in the wake development and,
consequently, in the farm performance [6,7].

Accurate quantification of power losses due to wind turbine
wakes in different wind climates and wind farm layouts is essential
for optimal wind farm design. Different approaches exist to model
wind turbine wakes, namely, analytical and numerical models [8].
Analytical wake models (also called kinematic wake models) use
self-similar velocity deficit profiles obtained from experimental
and theoretical work on co-flowing jets [9]. Despite the advantage
of being simple and computationally efficient, their predictions
cannot take into account all the complex fluid mechanics that occur
in wind farms. Numerical models, instead, rely on Computational
Fluid Dynamics (CFD) [5] and offer higher accuracy and flexibility to
account for different ambient conditions and terrain features.
Recent research has indeed focused on the use of CFD models for
the optimal design of wind farms [10,11].

A significant part of CFD models uses large eddy simulations
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Table 1
Wind turbine characteristics and wind conditions of Sexbierum and Nibe wind
farms.

Wind farm D [m] H [m] Uinf [m/s] TIx [%] CT [�]

Sexbierum 30.1 35 10 10 0.75
Nibe 40 45 8.5 10 0.82
Horns Rev 80 70 8 8 0.80
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(LES) to solve the flow field [5]. Although LES models have a high
level of fidelity when simulating turbulent flows, their use is still
limited by the extensive computational resources they require to
solve the flow equations. The vast majority of CFD models are
instead based on Reynolds-averaged Navier-Stokes (RANS) equa-
tions to solve the flow field. The use of this time-averaging pro-
cedure reduces the computational cost of the simulations, but
creates the need for additional turbulence models to close the
system of equations.

Different turbulence models have been used in wind turbine
and wind farm simulations to predict wake velocities and power
output. One of the most used turbulence models is the k� εmodel,
which has been implemented in many wind turbine and farm
studies [12e15]. Simulations using the k� ε model showed good
agreement with experimental wake measurements when the CFD
codes used the parabolic RANS equations (i.e., the pressure gradient
is neglected and the velocity profile is prescribed behind the wind
turbine), whereas higher discrepancies were found when the
elliptic RANS equations (i.e., full equations without any simplifi-
cation) were employed. R�ethor�e [13] suggested that the cause of
these discrepancies may lie in the limited validity of the eddy vis-
cosity assumption (Boussinesq approximation) in the near wake
region. Another turbulence model widely used in wind farm sim-
ulations is the k� u model, which was extensively studied by
Prospathopoulos et al. [16,17]. Similarly to the k� ε model, the
simulations using the k� u model showed poor agreement with
experimental observations. One of the most promising turbulence
models, the SST k� u model, widely used in aeronautical applica-
tions, was recently tested in two wind farm studies [18e20] where
it showed better agreement with experimental data than the
standard k� ε and k� u models. Lastly, a different approach that
does not make use of the Boussinesq hypothesis and computes
directly the Reynolds stresses is the Reynolds stress model (RSM),
which was first tested by Cab�ezon et al. [14] for wake effect pre-
dictions and compared with the standard k� ε model.

Although RANS turbulence modeling in the context of wind
turbine wake predictions has been widely studied in literature, its
effectiveness has not been always consistent. A general level of
agreement exists in identifying the k� ε and k� u models as the
least accurate for wake predictions. For this reason, many authors
have proposed modifications of the original models to improve
agreement with experimental data [14,17,18,21,22]. However, some
studies showed that CFD wake models employing the original k� ε

and k� u models were able to provide good agreement with
experimental observations. For instance, in Refs. [3,23] the k� ε

model was used with the full RANS equations resulting in accurate
predictions of the power production of turbines operating in wake
conditions. In addition, the k� ε and k� u models were shown to
be as accurate as the SST k� u and Reynolds stress models in at
least two studies focusing on far wake predictions [17,19,20].

The reason for this inconsistency of wake model predictions
found in some studies is very likely related to unsteady and large-
scale phenomena not taken into account in the simulations that,
while affecting the experimental measurements, are not taken into
account in the simulations [24]. RANS wake models are usually set
up as steady simulations whereas experimental measurements are
affected by unsteady phenomena that naturally occur in ambient
conditions [25]. These unsteady phenomena can be quantified by
the uncertainty that is associated with the statistics of wind speed
and direction. Because wind speed variability is accounted for in
RANS simulations by the turbulence models and, in particular, by
the turbulence kinetic energy, the most significant contribution to
the aforementioned limitations is therefore expected to be given by
the wind direction variability. This variability has, in fact, been
shown to have a strong impact on turbine-wake characteristics,
such as velocity deficit [26]. Direct methods currently available to
account for these unsteady flow phenomena are unsteady RANS
simulations (URANS) or LES, which are computationally more
expensive by orders of magnitude.

In the present work, we aim to investigate the limitations and
inconsistency of the RANS wake models and to propose an inno-
vative approach to overcome them. A CFD model was initially
developed using the actuator disk technique to simulate the wind
turbines and the surface boundary layer approximation to simulate
the ambient conditions. The developed CFD model was imple-
mented to simulate three different wind farms, namely, Sexbierum,
Nibe, and Horns Rev, with publicly available experimental mea-
surements. The main turbulence models present in literature and
available in common CFD software packages, namely, the k� ε, k�
u, SST k� u and Reynolds stress models, were used to close the
RANS equations and their results compared. Following the same
approach of other studies (e.g., [12e14,16e18]), the validation of
the developed CFD model with different turbulence closures was
conducted by comparing the CFD predictions with both observed
wind speeds and power production of the selected wind farms.

To account for the wind direction variability, we subsequently
introduced amethod tomodel thewind direction uncertainty using
simulation ensembles, i.e., a set of CFD results for different wind
directions is post-processed to generate a single CFD prediction.
Our results showed that RANS simulations using the SST k� u and
Reynolds stress models were consistently more accurate when
considering wind speeds and power production in the wake region
of the considered wind farms. These are therefore to be preferred
over the k� ε and k� u models. The result also showed that the
proposed approach for considering wind direction uncertainty was
able to overcome the limitations and inconsistency of previous
works. Overall, this method improved the agreement between the
experimental data and CFD model with the suggested turbulence
closures by accounting for the uncertainty in the wind direction
reported in the data sets.

The outline of the paper is the following. In Section 2, we pre-
sent the case studies that will be used to test and validate the CFD
model and the innovative post-processing technique. The CFD
methodology is described in Section 3 along with an overview of
turbulence models used to close the RANS equations. Section 4
describes the modeling assumptions for the wind turbines and
the surface boundary layer that are integrated in the CFD model. In
Section 5, we provide details about the numerical implementation
and boundary conditions of the CFD model. The innovative post-
post-processing technique, called in this paper MUSE (Modeling
Uncertainty with Simulation Ensembles), is presented in Section 6.
Section 7 compares the results obtained directly from the RANS
simulations and the results obtained after the averaging process
with the MUSE method. Conclusions are summarized in Section 8.
2. Case studies

The validation of the proposed approach for CFD models, which
will be described in the following sections, was conducted using
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the experimental data sets from the Sexbierum [27], Nibe [28], and
Horns Rev [6] wind farms. Table 1 summarizes the wind turbine
characteristics and wind conditions.
2.1. Sexbierum wind farm

The Dutch Experimental Wind Farm at Sexbierum is located in
the Northern part of The Netherlands at approximately 4 km dis-
tance from the seashore. The wind farm is located in flat homo-
geneous terrain, mainly grassland used by farmers. The wind farm
has a total of 5.4MW installed capacity consisting of 18 turbines of
300 kW rated power each. The wind turbines in the wind farm are
HOLEC machines with three WPS 30/3 blades, a rotor diameter of
30.1m, and a hub height of 35m. Performance curves are reported
in Fig. 1a. The campaign concerned measurement of the wind
speed, turbulence and shear stress behind a single wind turbine at
distances of 2.5, 5.5 and 8 rotor diameters, respectively. The free
stream wind conditions at hub height were Uinf ¼ 10m/s and TIx
¼ 10%. For these conditions, the thrust coefficient was CT ¼ 0.75.
The wind direction bin width was 2.5

�
.

2.2. Nibe wind farm

The Nibe wind farm is located on a coastal site near Aalborg in
the norther Jutland, Denmark. It is constituted by two machines (A
Fig. 1. Performance curves of the Sexbierum
and B) located 200m apart from each other along an approximately
North-South axis, which runs parallel to the coast line. To the west
there is a fetch of at least 6 km over open, shallow water. On the
landward site, the ground surrounding the site is flat, grass-
covered, and free of significant obstacles. The two wind turbines
are almost identical, both with a rated power of 630 kW. The rotor
diameter is 40m, the hub height is 45m. Performance curves are
reported in Fig. 1b. The data examined here correspond to the
turbine B operating alone, and measurements of wind speed and
turbulence are available behind the turbine at distances of 2.5, 4
and 7.5 rotor diameters, respectively. The free stream wind condi-
tions at hub height were Uinf ¼ 8.5m/s and TIx ¼ 10%. For these
conditions, the thrust coefficient was estimated to be CT ¼ 0.82.
The wind direction bin width was 2.5

�
.

2.3. Horns Rev wind farm

The Horns Rev wind farm is located 14 km from thewest coast of
Denmark. It has a rated capacity of 160MW comprising 80 wind
turbines, which are arranged in a regular array of 8 by 10 turbines.
The wind turbines are installed with an internal spacing along the
main directions (West-East) of 7D, whereas the diagonal wind
turbine spacing is either 9.4D or 10.4D. The wind farm comprises
Vestas V80 turbines, which are 2MW pitch-controlled, variable
speed wind turbines with an 80m diameter and a 70m hub height.
, Nibe, and Horns Rev wind turbines.
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The performance of these turbines is reported in Fig. 1c. The data
from the measurement campaign include the power output from
the different rows of wind turbines and for different wind di-
rections and sectors. In this work, two turbines were considered,
namely, the turbines 07 and 17, which are 7D apart along the West-
East directionwith the turbine 07 facing undisturbedwinds coming
from West. The power measurements as a function of wind direc-
tion are taken from Ref. [29] where the free streamwind conditions
were Uinf ¼ 8m/s and TIx ¼ 8%. For these conditions, the thrust
coefficient was estimated to be CT ¼ 0.80. The wind direction bin
width was 5�.

3. CFD modeling

Reynolds-averaged Navier-Stokes (RANS) equations for incom-
pressible, steady flows are chosen as the basis of the simulation
model in this study. They require additional turbulencemodeling to
solve the nonlinear Reynolds stress term and to close the system of
equations. The set of equations is composed of the continuity
equation,

vUi

vxi
¼ 0; (1)

and three momentum equations,

Uj
vUi

vxj
¼ �1
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vxi

þ v
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whereUi;j is themean velocity component, p is themean pressure, r
and n are the fluid density and kinematic viscosity, respectively, f is
the source term, and i, j are indexes over the coordinate directions.
Transport equations for turbulence quantities are employed to
compute the Reynolds stress terms, uiuj, and their number depends
on the particular choice of the turbulencemodel. OpenFOAM [30] is
employed to solve this set of equations, using a control-volume-
based technique to transform the governing flow equations into
algebraic expressions that can be solved numerically. The dis-
cretization of the governing equations is based on the second-order
upwind scheme, which is applied for the interpolation of velocities
and turbulent quantities. The semi-implicit method for pressure-
linked equations (SIMPLE) algorithms is used to solve simulta-
neously the set of equations by an iterative scheme.

3.1. Turbulence modeling

Four different turbulence models are used to close the RANS
equations and compared to each other: k� ε, k� u, SST k� u, and
Reynolds stress models. A more detailed description of the
constitutive equations of the turbulence models used in this study
can be found in Ref. [20].

The standard k� ε turbulence model, first developed by Jones
and Launder [31] and subsequently revised by Launder and Sharma
[32], is currently the most widely used model in many fields [33].
The model is based on the turbulent-viscosity hypothesis (Boussi-
nesq approximation) that relates the Reynolds stresses to the mean
flow via the eddy viscosity. In spite of its broad rage of applicability
and accurate results for simple flows, the k� ε model has shown
some limitations: it can be quite inaccurate for complex flows, in
particular in the presence of large adverse pressure gradients [34].
Also, special near-wall treatments are usually required since the
model has been shown to underperform in near-wall regions.

In this study, we adopt the standard k� u model formulated by
Wilcox [35] which, similarly to the k� ε model, relies on the
Boussinesq approximation to calculate the Reynold stresses. The
k� umodel has been shown to perform better than the k� εmodel
for boundary-layer flows, both in its treatment of the viscous near-
wall region and in its accounting for the effects of streamwise
pressure gradient [33]. However, the model showed problems
when dealing with non-turbulent free-stream boundaries so that
special boundary conditions are usually required. Also, it was
shown that the k� umodel overpredicts the level of shear stress in
adverse pressure-gradient boundary layers [34].

The shear-stress transport (SST) k� u turbulence model was
formulated by Menter [36] and has been found to be quite effective
in predicting many aeronautical flows [37]. The reason for this is
that it was designed to yield the best behavior of the k� ε and the
k� u models: it retains the robust and accurate formulation of the
Wilcox k� umodel in the near wall region, and takes advantage of
the freestream independence of the k� εmodel in the outer part of
the boundary layer. A blending function takes care of the switch
between the two models according to the distance from a wall. A
new definition for the turbulence viscosity was introduced by
Menter to prevent the tendency to overestimate the shear stress
intensity in adverse pressure-gradient boundary layers.

In the Reynolds stress models, the individual Reynolds stresses
are directly computed and consequently the turbulent-viscosity
hypothesis is not needed. Different formulations have been used
to model the terms in the transport equations of the Reynolds
stresses [38,39]. However, in this work the Gibson-Launder (GB)
model [40] was chosen because it was developed and calibrated
specifically to simulate atmospheric boundary layers. The RSM has
six equations to compute each of the six Reynolds stresses and an
equation for the turbulent dissipation rate. Thanks to the calcula-
tion of all six Reynolds stresses, the model can accurately predict
anisotropic turbulent flows, which is an important advantage
compared to the eddy viscosity models limited by the Boussinesq
approximation and the assumption of isotropic turbulence. On the
other hand, the RSM requires significantly more computational
time compared to the simpler two-equation models.
3.1.1. Application-specific turbulence model constants
The commonly used values for the coefficients of the turbulence

models previously described have been calibrated on several and
various experimental data sets, and therefore represent a
compromise to give the best performance for a wide range of flow
conditions [33]. The conditions that a wind turbine simulation has
to deal with represent a particular subset of the entire range of the
turbulence model applicability. In particular, two main phenomena
occurring in this application can be identified: the surface bound-
ary layer (SBL) and the wake generated by the wind turbine that
propagates in a SBL. Taking this into account, it is possible to reduce
the range of applicability of the turbulence models to the particular
flow characteristics of wind farms in the surface boundary layer by
recalibrating the turbulence model constants based on experi-
mental measurements. For example, Antonini et al. [19,20] derived
and tested consistent turbulence model constants for each of the
aforementioned turbulence models for SBL and wind turbine sim-
ulations (see Table 2). In this work, we used these constants for all
our predictions, so that our results reflect the most-accurate ver-
sions of each turbulence model, recalibrated for our specific
application.
4. Wind turbine and surface boundary layer modeling

This section provides a description of the approach used to
model in our computational domain the wind turbines and the
surface boundary layer where the turbines operate.



Table 2
Turbulence model constants for SBL and wind turbine simulations [19,20].

Turbulence model Turbulence constants

k� ε Cm ¼ 0:0333 C1ε ¼ 1:42 C2ε ¼ 1:83
sk ¼ 2:25 sε ¼ 2:25

k� u b� ¼ 0:0333 a ¼ 0:42 b ¼ 0:0277
s� ¼ 0:45 s ¼ 0:45

SST k� u b� ¼ 0:0333 g1 ¼ 0:42 b1 ¼ 0:0277
sk1 ¼ 0:45 su1 ¼ 0:45
g2 ¼ 0:42 b2 ¼ 0:0277
sk2 ¼ 0:45 su2 ¼ 0:45

RSM Cm ¼ 0:0333 C1ε ¼ 1:42 C2ε ¼ 1:83
sR ¼ 0:8197 sε ¼ 2:25
C1 ¼ 1:8 C2 ¼ 0:6
C0

1 ¼ 0:5 C0
2 ¼ 0:3
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4.1. Wind turbine modeling

The wind turbine was modeled as an actuator disk which is
characterized by a cylindrical volume, defined by the rotor swept
area, where a distributed force, defined as axial momentum source,
F, is applied. The main limitation of this model is that it does not
provide a detailed description of the wind turbine geometry and
therefore cannot capture the flow dynamics occurring on the rotor
blades. However, it is able to capture adequately the wake effect
generated by the wind turbine and to compute its power output, as
required for the employment in wind turbine and wind farm sim-
ulations [13,41,42]. From the definition of thrust coefficient, it can be
derived that the axial force is a function of the referencewind speed:

F ¼ 1
2
r
pD2

4
CTU

2
ref ; (3)

where r is the air density, D is the rotor diameter, Uref is the up-
stream wind speed, and CT is the thrust coefficient, obtained from
the thrust coefficient curve of the wind turbine at the specified Uref .
The power generated can be computed as the product of the axial
force and the average velocity over the actuator disk volume V:

P ¼ FUx ¼ F
1
V

ð
V

UxdV : (4)

In the case of wind turbines that operate in the wake of others,
the value for the upstream wind speed is not readily available.
Ideally, the reference wind speed for a turbine operating in wake
condition is the speed that would be present at the turbine location
without the turbine itself. Evaluating this speed would require
therefore an additional simulation for each given wind boundary
condition. Because of the high computational cost associated, two
different approaches were used in literature to estimate the refer-
ence wind speed with simpler procedures. A common choice is to
use the wind speed upstream of the rotor, at a distance of one (1D)
or two (2D) rotor diameters as an estimate of the reference speed.
However, this method cannot always guarantee an accurate esti-
mation, so a validation step is typically recommended on a case-by-
case basis. A different approach was introduced by Prospathopou-
los et al. [17], which is based on an iterative calculation that uses the
definition of the axial induction factor, a, and thrust coefficient
curve of the specific wind turbine. In the present work, however,
the authors chose to calculate the reference wind speed using the
ideal method: an additional simulation for each given wind
boundary condition was run to calculate the speed that would be
present at the turbine location without the turbine itself. This
procedure was conducted only for the case of multiple wind tur-
bines, and it allowed to have the most accurate solution for the
reference wind speed.
4.2. Surface boundary layer modeling

The atmospheric boundary layers (ABL) is used to model the
wind conditions and characteristics usually encountered in real
wind turbine and wind farm flows. For a homogeneous and sta-
tionary flow, the wind shear profile can be described, according to
Panofsky and Dutton [43], as:

vUx

vz
¼ u�

kl
; (5)

where Ux is the mean streamwise wind speed, z is the height above
ground, u� is the local friction velocity, l is the local length scale, and
k is the von K�arm�an constant (z0:4). Within the ABL, the friction
velocity decreases with z, vanishing at the edge of the ABL ac-
cording the following relation:

u� ¼ u�0
�
1� z

zmax

�a

; (6)

where zmax is the height of the ABL and a depends on the state of
the boundary layer, ranging from 2/3 to 3/2 [44]. The height of an
ABL can extend up to some kilometers, depending on the atmo-
spheric stability [43]. The first 10% of the ABL, which is usually
called the surface boundary layer (SBL), can be approximated by a
constant friction velocity equal to u�0. Also, in the SBL, the length
scale is assumed equal to the height (lSL ¼ z).

The length scale, l, is influenced by the atmospheric stability,
which describes the combined effects of mechanical turbulence
and heat convection, and the height of the ABL [43]. Three classes of
atmospheric stability can be defined: unstable, neutral, and stable
conditions. The experimental data set for two of the case studies
analyzed in this work, Sexbierum and Nibe, was reported to
experience neutral or near-neutral conditions, whereas, for the
Horns Rev case, the experimental measurements were recorded
under unstable conditions. In spite of the substantial difference in
the phenomena that drive the different stability conditions, the
measurements obtained under neutral and unstable conditions are
usually very close to each other in terms of both wind speed/power
production and turbulence intensity. This can be seen with the
measurement campaign conducted at the Horns Rev wind farm [6],
where neutral and unstable conditions are even grouped together
because of their similarity. For this reason, the case studies
analyzed in this work will take into account only the surface
boundary layer under neutral conditions, which is a reasonable
approximation for the lowest part of the atmospheric boundary
layer where wind turbines operate [43].

Under the previously discussed hypothesis, a logarithmic ve-
locity profile can be derived from Eq. (5) by integration:

Ux ¼ u�0
k

ln
�
z
z0

�
; (7)

where z0 is the surface roughness length. This parameter is solely
used for describing the wind speed profile, in fact, it is not a
physical length, but rather a length scale representing the rough-
ness of the ground (reference values for different terrain types can
be found in Ref. [43]). The friction velocity can be calculated once a
reference velocity is known at a specific height:

u�0 ¼ kUx;ref

ln
�
zref
z0

�: (8)

Introducing the equation for the wind profile into the turbulence
models, it can be derived that the turbulent kinetic energy,
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turbulent dissipation rate, and specific dissipation rate have the
following expressions, respectively [16,45]:

k ¼ u2�0ffiffiffiffiffiffi
Cm

p ; ε ¼ u3�0
kz

; u ¼ u�0ffiffiffiffiffi
b�

p
kz
: (9)

Panofsky and Dutton [43] extrapolated average values for the
Reynolds stresses from different experimental data sets and these

are given as a function of the friction velocity: uxux ¼ ð2:39u�0Þ2,
uyuy ¼ ð1:92u�0Þ2, uzuz ¼ ð1:25u�0Þ2, uxuz ¼ � u2�0, uxuy ¼ uyuz ¼
0: From the value of the xx-Reynolds stress, Prospathopoulos et al.
[16] derived a useful relation between the surface roughness length
and the streamwise turbulence intensity, TIx, which is a common
parameter used to characterize the flow turbulent conditions.
Following the definition of turbulence intensity, it is possible to
write:

TIx ¼ ux
Ux;ref

¼ 2:39
u�0
Ux;ref

: (10)

Introducing Eq. (8) on the right hand side of Eq. (10), it is possible to
rearrange the equation in order to find the value of the surface
roughness length as a function of the turbulence intensity:

z0 ¼ zref exp
��0:980

TIx

�
: (11)

Starting from the definition of turbulent kinetic energy, it is also
straightforward to derive a relation between the turbulent kinetic
energy and the streamwise turbulence intensity:

k ¼ 1
2

�
uxux þ uyuy þ uzuz

�
¼ 5:48u2�0 ¼ 0:959TI2xU

2
x;ref : (12)
Fig. 2. Schematic layouts of the domain.
5. Numerical setup

The computational domain and mesh of the three cases were
generated with blockMesh and snappyHexMesh, two mesh utilities
of OpenFOAM for mesh generation and refinement, respectively.
The Cartesian coordinate system is defined with x, y, and z being
respectively the streamwise, lateral and vertical directions. Fig. 2
illustrates schematic layouts of the domain used for the Sexbie-
rum and Nibe cases. The dimensions of the domain are a function of
the rotor diameter (D). The domain includes the actuator disk re-
gion and a refined region surrounding the disk with a double mesh
resolution in order to capture the most significant gradients in the
flow field. For the Horns Rev case, two turbines were instead
included in the domain.

The dimensions of the domain were carefully determined in
order to not influence the flow-field solution and to avoid unnec-
essary domain regions. A detailed sensitivity analysis can be found
in Refs. [19,20] and the same procedure was followed in this work.
The upstream distance from the wind turbine and the domain
height were set to 3D and 5D, respectively. For the Horns Rev case,
the second wind turbine was place at a distance of 7D downstream.
The other dimensions were basically chosen in order to have the
flow-field solution as far as the experimental measurements are
available for comparison. The global grid spacing was set to 0:1D,
whereas the resolution in the refined region surrounding the wind
turbine was as double as the global resolution in order to capture
the main gradients in the flow field. In the region close to the wall,
the resolution was also higher: the first cell at the wall was fixed to
a height of 0:01D and this value was progressively increased
moving away from the wall, up to the size given by the global
resolution. The height of the region where this mesh refinement
took place was 0:5D. For the solution of the RANS equations, the
convergence criterion was set so that the residuals of all the
equations were below 10�5.
5.1. Boundary conditions

The inlet boundary condition was defined with the equations
relative to the SBL. Given the flow characteristics, i.e., Uinf , TIx, and
H, the values for z0 and u�0 were derived with Eqs. (8) and (11). The
velocity, turbulence kinetic energy (or Reynolds stresses), and
turbulence dissipation rate (or specific dissipation rate) were then
prescribed according to Eqs. (7) and (9), depending on the turbu-
lence model used. The outlet boundary condition was defined as a
pressure outlet, with zero gradient for the velocity and turbulence
quantities. The top boundary condition was defined by prescribing
constant values of velocity, turbulence kinetic energy (or Reynolds
stresses), and turbulence dissipation rate (or specific dissipation
rate) at the domain height, whereas zero gradient was set for the
pressure. The side boundary conditionwas defined as zero gradient
for all the variables. The ground was defined as a rough wall, with
wall functions that took care of the turbulence quantities.
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5.2. Wall functions

A proper treatment of the ground surface is essential to correctly
simulate SBL flows. A general requirement of CFD simulations
consists in having a very fine mesh in proximity of any surface in
order to capture the large velocity gradients and to compute a
correct wall shear stress. In SBL simulations, this is impossible
because the surface roughness prevents a full solution of the
boundary layers. In fact, the first wall-adjacent cell should be at
least the double of the surface roughness, which is in conflict with
the requirement of a high mesh resolution. In these cases, wall
functions based on log-law boundary layers for rough walls are
used to calculate the turbulent viscosity and wall shear stress.
Blocken et al. [46] discussed the problem of the wall treatment for
these particular flows, suggesting remedies when the simulations
are run with ANSYS Fluent or CFX, which adopt wall functions
based on an equivalent sand-grain roughness, kS, equivalent to
approximately 30z0. In contrast, OpenFOAM uses a wall function
based on the actual surface roughness length, z0, that is derived
from Eq. (7). This was used in the present work and allowed us to
have a higher resolution close to thewall than the one possiblewith
ANSYS Fluent and CFX. A value of approximately 0:01D for the
height of the first cell at the wall was found to guarantee a correct
simulation of SBL flows, achieving horizontally homogeneity (i.e.,
zero streamwise gradients) of the SBL in an empty domain. This
value is also consistent with other works present in literature
[14,17].
6. Modeling uncertainty with simulation ensembles (MUSE)

The results from simulations run with steady conditions are not
directly comparable with results from field measurements. The
reason is that field measurements are given as an average of values
in a certain period of time, classified by a specific range of wind
direction, wind speed, turbulence intensity and atmospheric sta-
bility. Within each period, wind intensity and direction change in
time and produce an uncertainty associated with the average value
of a measuring period. The wind direction variability is expected to
have the most significant impact on turbine-wake characteristics,
such as velocity deficit [26]. Causes of wind direction uncertainty
can be identified in spatial and temporal de-correlation of the wind
direction between the measurement and the turbine locations,
large-scale turbulence of the incoming boundary layer flow that
drives themeandering of thewakes [47], and sensor inaccuracy and
uncertainty, among others [6]. Gaumond et al. [48] suggested that
the discrepancies of numerical simulations for narrow wind di-
rection sectors found in different studies are not caused by wake
modeling inaccuracies but rather by the large wind direction un-
certainty included in the data sets. Subsequently, Gaumond et al.
[24] proposed a method to take into account the wind direction
uncertainty post-processing the results from analytical wake
models, improving the agreement of the results. This technique is
applied in this study in order to compare the results from the CFD
wake model with field measurements. With this approach, we
propose to Model Uncertainty with Simulation Ensembles (MUSE):
we show that a weighted average of several CFD RANS results
covering a wide range of wind directions can effectively take into
account the large-scale flow phenomena causing wind direction
variability. As such, this method can be considered a computa-
tionally faster alternative to URANS or LES models, which are
usually needed to simulate large-scale flow phenomena with
transient changes in the flow field.

The wind direction uncertainty is assumed to have a Gaussian
distribution around an average value. The probability density of the
Gaussian distribution relative to a wind direction, q, is thus:

fgðqÞ ¼ 1
sq

ffiffiffiffiffiffi
2p

p exp

2
64�

�
q� q

�2
2s2

q

3
75; (13)

where q is the average wind direction and sq is the standard de-
viation associated with the wind direction. This standard deviation
is generally available for a given site from the measurement
campaign conducted for wind resource assessment and allows to
consider local characteristics of wind direction variability. For
instance, for the Nibe wind farm, the standard deviation was sq ¼
5+. For the Sexbierum wind farm, the wind direction uncertainty
was not reported in the data set. Nevertheless, Pe~na et al. [49]
derived from numerical simulations of the same case and experi-
mental measurements of a different site with similar wind condi-
tions a value in the range of 2+ � 3:5+. A value of 3+ is therefore
adopted in this study. Lastly, for the Horns Rev wind farm, Hansen
et al. [6] stated that the wind direction uncertainty associated with
the measurements could reach values of more than 7+ because of
the large distance between the wind measuring station and the
operating wind turbines. However, Gaumond et al. [24] in their
post-processing calculations with the wind direction uncertainty
found that values in the range of 5+ � 7+ provided better wake
deficit predictions. Therefore, in this study, a value of 6+ was chosen
as a trade-off between the previous considerations.

Once the flow field is obtained from the simulations, the velocity
downstream the wind turbine can be expressed as a function of the
wind direction, q, and the downstream distance, d, given the
aforementioned input conditions:

U ¼ f ðq; dÞ: (14)

A method to model wind direction uncertainty with simulation
ensembles is then used: a weighted average is applied to a set of
CFD results for different wind directions to generate a single CFD
prediction based on the given standard deviation associated with

the data set. The resulting velocity for a specific direction, q, and
distance, d, is obtained as a weighted averaged of the simulated

velocities in the range of q±3sq at the same distance, where the
weights are given by the Gaussian distribution:

U
�
q; d
�
¼

ðqþ3sq

q�3sq

Uðq;dÞfgðqÞdq: (15)

The process is repeated for all the directions at the same down-
stream distance. In a similar way, this method can be applied to any
quantity of interest that depends on the wind direction and for
which time-averaged experimental measurements are available. As
such, it can also be applied to the power generation of a turbine
operating in wake conditions. The resulting power can be calcu-
lated as follows:

P
�
q; d
�
¼

ðqþ3sq

q�3sq

Pðq; dÞfgðqÞdq: (16)

Fig. 3 shows an example of the averaged results obtained from a
CFD simulation when the MUSE method is applied. It can be seen
that the averaging process has the effect of decreasing the center-
line wind speed deficit and broadening the wake width.



Fig. 3. Example of weighted averaging. A moving weighted averaging process based on
a Gaussian distribution is applied to all wind directions. A Gaussian distribution
centered at q ¼ 0+ with sq ¼ 5+ is plotted for clarification purposes.

Table 3
Root-mean-square errors (RMSE) between the experimental data and the simula-
tions results when considering thewind direction range ±30+ for the Sexbierum and
Nibe cases, and ±15+ for the Horns Rev case. The RMSEs are classified by case
(Sexbierum, Nibe, and Horns Rev), by quantity of interest (normalized wind speed
(NWS) and normalized power (NP)), by downstream distance, and by turbulence
model.

Wind Turbine Quantity Distance k� ε k� u

Original MUSE Original MUSE

Sexbierum NWS 2.5D 0.1859 0.1890 0.1936 0.1957
5.5D 0.0730 0.0757 0.0804 0.0816
8D 0.0545 0.0556 0.0603 0.0601

Nibe NWS 2.5D 0.1848 0.1910 0.1936 0.1983
4D 0.0683 0.0787 0.0738 0.0814
7.5D 0.0453 0.0536 0.0468 0.0528

Horns Rev NP 7D 0.0247 0.0503 0.0442 0.0798

Wind Turbine Quantity Distance SSTk� u RSM

Original MUSE Original MUSE

Sexbierum NWS 2.5D 0.0947 0.0933 0.0797 0.0617
5.5D 0.0468 0.0401 0.0462 0.0338
8D 0.0480 0.0435 0.0431 0.0425

Nibe NWS 2.5D 0.0614 0.0694 0.0510 0.0465
4D 0.0619 0.0462 0.0776 0.0582
7.5D 0.0505 0.0401 0.0435 0.0423

Horns Rev NP 7D 0.1349 0.0461 0.0866 0.0392
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7. Results and discussion

This section includes the results obtained directly from the CFD
RANS simulations and the results obtained after the averaging
process with the MUSE method. This comparison aims to highlight
the importance of taking into account the wind direction uncer-
tainty when comparing simulation and experimental results. A
quantitative comparison, which will be used in the analysis of the
results, is made in Table 3 where the root-mean-square errors
(RMSE) were calculated between the experimental data and the
CFD results. The RMSE is defined according to:

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
i¼1

�
yi;exp � yi;CFD

�2
N

vuut
; (17)

where yi;exp and yi;CFD are the experimental and simulated quanti-
ties of interest, respectively, and N is the number of experimental
observations.
7.1. Simulation results

Figs. 4 and 5 show the normalized wind speed downstream the
Sexbierum and Nibe wind turbines, respectively, for different
downstream distances and for different turbulence models. The
wind direction in the figures refers to the relative direction of the
incoming flow where 0� indicates the direction for which the
maximum wind speed deficit is expected. In the Sexbierum case,
the wind speed was captured well by the SST k� u and Reynolds
stress models for the three locations, whereas was highly over-
estimated by the k� ε and k� u models, especially at 2:5D
downstreamwhere the RMSEswere the highest (0.1859 and 0.1936,
respectively). The results for the Nibe case showed that the wind
speed was captured well by the SST k� u and Reynolds stress
models for the location at 2:5D downstream (RMSEs of 0.0614 and
0.0510, respectively), whereas it was underestimated for the other
two locations. The k� ε and k� umodels, instead, failed to capture
the wind speed at 2.5 and 4D downstream, whereas more accurate
results were obtained in the far wake location.
Fig. 6 show instead the normalized power production of turbine
17 operating in the wake of turbine 07 at the Horns Rev wind farm
as a function of wind direction for different turbulence models. In
this case, the wind direction is indicated with respect to North,
therefore the two turbines are aligned with the incoming flow
along a West-East axis at 270�. The calculations of the power pro-
duction were repeated every 2.5� starting from the direction of
270� where the two turbines were aligned with the incoming wind
speed. Because of the scattering in these simulation results, the
normalized power distribution was fitted with the following
expression:

PnðqÞ ¼ 1�
h
a0 þ

�
a1 þ a2qþ a3q

2
�
exp

�
� a4q

2
�i

; (18)

where the variables a0, a1, a2, a3, and a4 are determined by fitting
Eq. (18) to the power values, as function of the normalized wind
direction q (see Fig. 6 for the resulting fitting curves). This fitting
function was introduced by Hansen et al. [6] to characterize the
power deficit distributions when the results are scattered. The co-
efficients of the fitting function obtained for each of the normalized
power distributions are reported in Table 4. The fitting function is
conveniently used in place of the individual power generation data
as the input for the MUSE method in the following section. To note
in the results for the normalized power production is that the
simulations using the k� ε and k� u models were very accurate
(RMSEs of 0.0247 and 0.0442, respectively) as opposed to the re-
sults obtained with the SST k� u and Reynolds stress models
(RMSEs of 0.1349 and 0.0866, respectively).

The results obtained from the simulations showed the particular
characteristics of the turbulence models as well as the inconsis-
tency in wake effect predictions that was found also in literature.
The k� ε and k� u models provided very similar results between
each other. The only difference between the two models lies in a
source term in the u equation that, in these particular simulations,
did not produce a significant contribution. Their inaccuracy, which
is usually agreed upon in literature, can be seen particularly in the
Sixberium case and in the near wake of the Nibe wind turbine as
opposed to the accurate wind speed predictions provided by the
SST k� u and Reynolds stress models. However, the results using



Fig. 4. Normalized wind speed downstream the Sexbierumwind turbine as a function of wind direction for the different turbulence models and for different downstream distance.
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the k� ε and k� u models were more accurate that those of the
SST k� u and Reynolds stress models for the far wake of the Nibe
wind turbine and for the Horns Rev wind farm.

Better predictions are usually expected by the SST k� u model
and Reynolds stress models. The advantage of the former relies on
the bound that is introduced in the eddy viscosity of the model and
that overcomes the limitation of its parent models. The RSM has
instead the advantage of solving all the Reynolds stresses and
therefore it is not affected by the eddy-viscosity approximation.
Nevertheless, the results clearly showed that the predictions had
high discrepancies for the Horns Rev case and at the locations of 4
and 7:5D for the Nibe case.

The discrepancies and the inconsistency of the turbulence
models are believed to rely in the wind direction uncertainty,
which was not taken into account in the simulations. The result of
using the MUSE method is showed in the next section where these
limitations are overcome.
7.2. Results with MUSE method

The results from the CFD simulations were post-processed with
the MUSE method using a Gaussian distribution for the wind di-
rection uncertainty. An averaging process was used to take into
account the wind direction variability characterizing the specific
site.
Figs. 8 and 7 show the post-processed wind speed in thewake of
the Nibe and Sexbierum wind turbines, respectively. The averaged
wind speed from the Sexbierum case did not vary much with
respect to the original predictions. This is due to the fact that the
wind direction uncertainty was low for this case and the effect on
the results was not significant. On the other hand, the averaged
results from the Nibe case showed a clear improvement with
respect to the original predictions when the SST k� u and Reynolds
stressmodels were used: at 5:5D, the RMSEs decreased from 0.0619
to 0.0776 to 0.0462 and 0.0582, respectively, whereas at 7:5D, the
RMSEs decreased from 0.0505 to 0.0435 to 0.0401 and 0.0392,
respectively. In this case, the wind direction uncertainty was higher
and, therefore, a wider range of wind speeds was included in the
averaging process, resulting in a more significant effect on the re-
sults. As expected, no improvements were registered for the k� ε

and k� umodels, which were seen to overestimate thewind speed
in the original results. The inclusion of the wind speed uncertainty
for these two models was even more deleterious for the
predictions.

Fig. 9 shows instead the normalized averaged power production
of turbine 17 operating in the wake of turbine 07 at the Horns Rev
wind farm as a function of wind direction for different turbulence
models. The MUSE method was applied to the fitted power distri-
bution curve in order to have more data to process. The results
showed a significant difference with respect to the original



Fig. 5. Normalized wind speed downstream the Nibe wind turbine as a function of wind direction for the different turbulence models and for different downstream distance.

Fig. 6. Normalized power production of turbine 17 operating in the wake of turbine
07 at the Horns Rev wind farm as a function of wind direction for different turbulence
models. The continuous lines correspond to Eq. (18) fitted to the normalized power
data for each of the turbulence models.

Table 4
Coefficients of the fitting function of Eq. (18) for each of the normalized power
distributions plotted in Fig. 6.

a0 a1 a2 a3 a4

k� ε 0.0175 0.3694 0.0004 0.0077 0.0320
k� u 0.0183 0.2675 0.0004 0.0033 0.0236
SST k� u 0.0126 0.6402 0.0050 0.0178 0.0496
RSM 0.0137 0.5251 0.0000 0.0101 0.0347
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simulation results. This is due to the high wind direction uncer-
tainty that was associated with the data set and that was used to
post-process the simulation results. It is possible to notice that the
predictions of power production given by using the SST k� u and
Reynolds stress models were much more accurate than in the
previous case: the RMSEs decreased from 0.1349 to 0.0866 to
0.0461 and 0.0392, respectively. On the other hand, when using the
k� ε and k� u models, the post-processed results provided a
higher power production and the discrepancy became consistent
with the other wind farm simulations (e.g. Refs. [14,18,20]) where
the wake wind speed was overestimated.

The inclusion of the wind direction uncertainty with the pro-
posed MUSE method showed that the results directly obtained
from the CFD simulation are not always comparable with the
experimental observations. This is particularly noticeable in the far
wake regions when the wind direction uncertainty was relatively



Fig. 7. Normalized averaged wind speed downstream the Sexbierumwind turbine as a function of wind direction for the different turbulence models and for different downstream
distance.
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high. By using the MUSE method, the RANS simulations using the
SST k� u and Reynolds stress models were shown to be consis-
tently more accurate for wake predictions and are therefore to be
preferred over the k� ε and k� u models. This result clarifies and
gives an explanation to the sometime inconsistent behavior of the
turbulence models highlighted in our results and in the literature.
Overall, this method improved the predictions of the CFD RANS
model when either of the suggested turbulence models is used. The
improvements are more significant where large-scale unsteady
phenomena resulted in uncertainty in the wind direction as re-
ported in the experimental data sets.
8. Conclusions

In the present work, we conducted an investigation of the lim-
itations and inconsistency of the RANS wake models in the pre-
dictions of wake effects in wind farms. A CFD model was developed
which used the actuator disk technique to simulate the wind tur-
bines and the surface boundary layer approximation to simulate
the ambient conditions. The developed CFD model was imple-
mented for three different wind farms, namely, Sexbierum, Nibe,
and Horns Rev, with publicly available experimental measure-
ments. The main turbulence models present in literature, namely,
the k� ε, k� u, SST k� u and Reynolds stress models were used to
close the RANS equations and their results compared.
The results obtained from the simulations showed the incon-

sistency in wake effect predictions that was also found in the
literature. The simulation using the k� ε and k� u models pro-
vided inaccurate predictions for the Sixberium case and in the near
wake of the Nibe wind turbine. Despite their known limitations,
their results were more accurate for the far wake of the Nibe wind
turbine and for the Horns Rev wind farm. On the other hand, the
SST k� u and Reynolds stress models provided opposite results:
accurate wind speed predictions for the Sexberium case and in the
near wake of the Nibe wind turbine and high discrepancies for the
Horns Rev wind farm.

The discrepancies and the inconsistency of the turbulence
models were hypothesized to arise fromwind direction uncertainty
caused by large-scale unsteady phenomena, which though present
in the experimental measurements were not accounted for in the
simulations.We therefore proposed an approach to overcome these
limitations by Modeling Uncertainty using Simulation Ensembles
(MUSE), i.e., a set of CFD results for different wind directions to
generate a single CFD prediction. The predictions of CFD model
were post-processed with this innovative method for CFD simula-
tions that accounts for the wind direction uncertainty associated
with the specific wind farm data set. In this way, the local charac-
teristics of the wind direction variability that affected the experi-
mental measurements can be properly accounted for. The proposed



Fig. 8. Normalized averaged wind speed downstream the Nibe wind turbine as a function of wind direction for the different turbulence models and for different downstream
distance.

Fig. 9. Normalized averaged power production of turbine 17 operating in the wake of
turbine 07 at the Horns Rev wind farm as a function of wind direction for different
turbulence models.
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MUSE method can be considered a computationally faster alter-
native to URANS or LES models, when the goal is to account for the
effect of large-scale, transient flow phenomena causing wind di-
rection variability.

The results in terms of wind speed and power output showed
that this technique corrects the predictions of the CFDmodel which
would be otherwise inaccurate. Specifically, RANS simulations us-
ing the SST k� u and Reynolds stress models were shown to be
consistently more accurate for wake predictions and are therefore
to be preferred over the k� ε and k� umodels. The results showed
also that the discrepancy found between CFD models using the
SST k� u or Reynolds stress models and field measurements are
not related to the inaccuracy of the CFD models but to the uncer-
tainty embedded in the time-averaged wind direction
measurements.
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